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• Watermarking is key to identifying AI content
• "Watermarks in the Sand" [1] argues that 

every possible watermark can be erased
• We find reason to doubt this theoretical 

impossibility result… at least for the moment, 
several watermarking schemes are viable

[1] Zhang, Hanlin, et al. "Watermarks in the sand: Impossibility of strong watermarking for generative models." ICML (2024).

Universal Attack Formula
• Step 1 (Perturb): A Perturbation Oracle P 

makes edits (e.g., paraphrases)
• Step 2 (Check Quality): A Quality Oracle 

Q ensures the edit doesn't degrade 
quality

• Step 3 (Repeat): Iterate for sufficiently 
long to break the watermark. Maybe 200 
iterations?

Key Assumptions

Empirical Study Setup

Can stationary distributions for watermarking be 
reached under practical constraints?

Are LLM-based quality oracles sophisticated enough to 
guide a random-walk attack?

How effective are random-walk attacks in breaking 
watermarks when controlling for quality?
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